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My Journey (Roadmap)

Hi, I'm Nandan!

| work at an intersection of NLP, Deep Learning

[ )
and Information Retrieval.

Currently at UKP Lab, where | am advised by

[ J
Dr. Nils Reimers and Prof. Iryna Gurevych.

e | like to study and research on topics with
efficient and practical neural IR.

e | will be starting my PhD soon in September.
My advisor will be Prof. Jimmy Lin.
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What we will be learning today?
1. What is “, Information Retrieval?
2. Break down “ Information Retrieval Architecture!
2.1 Retrieval Architecture
2.2 Retrieve and Re-rank Architecture
3. Traditional Search Systems (BM25)
4. Modern Search Systems
4.1 Bi-Encoders (Dense Retrieval)
4.2 Cross-Encoders (Reranking)
5. Limitations with Traditional and Modern Search Systems!
6. Motivate why we create BEIR? Why you should use BEIR?
7. Comparison of Search Systems on BEIR!
7.1 Performances
7.2 Efficiency and Speed
8. Conclusion with Additional Information.
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What is ', Information Retrieval?

QWhich football club Lionel Messi plays for? >
natural language query
OR G’Q Messi football cIuD

keyword-based query

2 Lionel Messi

Lionel Andrés Messi (born 24 June 1987), also known as Leo Messi, is an
Argentine professional footballer who plays as a forward for Ligue 1 club Paris
S _ Saint-Germain and captains the Argentina national team. Often considered the

o best player in the world and widely regarded as one of the greatest players of all
WIKIPEDIA | time, Messi has won a record six Ballon d'Or awards, a record six European

e Golden Shoes, and in 2020 was named to the Ballon d'Or Dream Team.
5.5M Articles

&0

"
o
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Why is <, Retrieval Important?

BioA2Q ﬁ

Ubiquitous

present, appearing, or found everywhere.

! N

twitter

i
~
0

06.04.2021 | Computer Science Department | UKP Lab | Nandan Thakur 5



§E&73 TECHNISCHE
g(@-/é UNIVERSITAT
297 DARMSTADT

<5

Breaking down “ Retrieval

H 7 SHTES,
10Mil L
26 Q A
Document Now O
Collection Nz
e WIKIPEDIA

The Free Encyclopedia

Information Retrieval
Search Query / Search (Sor 10_.) Rahr?:ed
Question System Its
10Mil
Document
Collection
e’
(50r10)
Retrieve and Rerank .
Search Query / Search Retrieve Reranking Ranked
—_—>| v > .
Question System candidates System hits

Ref: https://www.sbert.net/examples/applications/retrieve_rerank/README.html
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Traditional Search Systems

\WE Nau Cm::-’rEm:l Par:-cramo Hal.
Yahoo! Pager é] Yahoo! Pager Yahoo! Mail
instant messaging | now works with chat free email for life
| Search | V.

Yahoo! Auctions - 1000's of items to bid on - Pokemon, Beanie Babies, video games, Furbys...

Shopping - Yellow Pages - People Search - Maps - Travel Agent - Classifieds - Personals - Games - Chat
Email - Calendar - Pager - My Yahoo! - Todayv's News - Sports - Weather - TV - Stock Quotes - more...
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Traditional Search System: BM25

Keyword-based, Bag of Words Search: Look up keywords from query in documents!

( & When was Stanford University founded? j

Term look-up
g 5
founded docs7, doczg, docay, ... "‘ e I aSt I C

fountain docz1, doces, docis, - ..
Stamford docz;, docyy, docyy, ... (""
Stanford doca7, doc3g, doces, .. . f O r el

University doczi1, docsg, doces, ...

Document scoring
J L o R o

doc3g A History of Stanford University
docy7 Stanford University — Wikipedia
doces Stanford University About Page

~ o

Ref: Christopher G Potts, ACL-IJCNLP 2021 keynote address
https://web.stanford.edu/~capotts/talks/potts-acl2021-slides-handout.pdf
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Limitations with Traditional Search Systems

Huge Memory Indexes: Sparse vectors are big and can be quite inefficient!

iy s sparse repr: [0...1....1...0..1] € R%

dense repr: [1.03,-5.72, 6.42, .., 9.91] € R*

Unable to handle Synonyms: Won'’t understand “bad guy” and “villain” are similar in meaning!

! dense “Who is the bad guy in lord of the rings?”

Sala Baker is an actor and stuntman from New Zealand. He is best known for
portraying the villain Sauron in the Lord of the Rings trilogy by Peter Jackson.

Ref: Dangi Chen, ACL 2020 OpenQA Tutorial
https://github.com/dangi/acl2020-openga-tutorial/blob/master/slides/part5-dense-retriever-e2e-training. pdf

"
o
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Modern Search Systems

1. Dense Retrieval: Bi-Encoders
2. Reranking: Cross-Encoders

"
o
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A

Bi-Encoders: Encode paragraph and query to a dense vector space with your BERT model !

Relevant
Question g - Document 1
What does the zip Each evidence block b 1 |
in zip code stand for? 65Mil. Wikipedia ® Query hq
l l Paragraphs .. ® ®
-~ > a
= | BErT BERT, - - -
& g | o ®*
@ &
l l ..
|OOOOOOOO|Wq |OOOOOOOO|Wb ® ® P
®
| | °,
h h,

q \
/ 2D Vector Space

Sretr(b= q) = ht;r hb

e Passage vectors (hb) can be e Fast and optimal at runtime, ideal
precomputed and stored! for a practical system!

Ref: Dangi Chen, ACL 2020 OpenQA Tutorial
https://github.com/dangi/acl2020-openga-tutorial/blob/master/slides/part5-dense-retriever-e2e-training. pdf

"
&
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(2) Reranking with Cross-Encoders

Cross-Encoders: Directly provide paragraph and query to BERT model, No Encoding to vector space !

Similarity Score

25909
= B ) 5
N _
P e
'i BERT 65Mil. Wikipedia
| Passages
Eluﬂ El 2R EN E[SEP] E" = E“.
— N e mm <

( N ” ISEP) ]f'ﬁ’“ ] - Scoring thousands or millions of
|
| |

(query, document)-pairs is slow!

Question g Paragraph

What does the zip ‘

i o stant fort Best performance, due to

attention across the query and
the document.

Ref: Devlin, J., Chang, M-W., Lee, K., and Toutanova, K. BERT: Pre-training of Deep Bidirectional Transformers for Language
Understanding. arXiv preprint arXiv:1810.04805v2, 2019.

"
&
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Traditional vs. Modern Search Systems

Performance: Cross-Encoder >> Bi-Encoder > BM25

Efficiency: BM25 >> Bi-Encoder > Cross-Encoder

The Script uses the smaller Simple English Wikipedia as
& | document collection. We test out sample user queries below
oogie and compare results:

https://colab.research.google.com/drive/116stpYdRMmeDBK
vWOL5NItdiAuhdsAr?usp=sharing

"
&
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Limitations with Modern Search Systems!

For training/evaluation of bi-encoders or cross-encoder, you require three types
of data:

No Annotation Lots Annotation Few Annotation
Reqd. Reqd. Reqd.

(0000 ‘e000 [oooo]
OO0 999

O O Q O ‘ . . ‘ La_bele_d Test .Data
Q O Q Q \‘ ‘ ‘ ‘/ Typically in ~100 pairs
Q Q Q Q Labeled
(elelels)

Training Data
Typically in ~100k pairs

Unlabeled Data
Typically in ~Millions

"
&
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. Can Modern Search Systems Generalize?
Domains with Training Data
Bi-Encoders / Cross-Encoders 25
el =\ - P e I
& / s 3 :s ‘v- \-_(‘v \
Evaluated on 49 b S
% 4 SR 23700
. 4 : \ e 8 4
Trained on Nagh \\ 4 \15
WiIKIPEDIA - B
‘The Free Encyclopedia | can answer any
v question you have!

Natural Questions

WIKIPEDIA == ===

The Free Encyclopedia

Domains without Training Data

Evaluated on W
y N I’'m sorry, | do not

twitter understand your
— question!
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20+ Evaluation datasets!

10+ Diverse domains and tasks!

Evaluate and use SOTA
models for your own
use-case!

Make informed decisions
on which model to use!

Easy to use framework,
only need to write few lines
of code!

Test your own model on our
diverse BEIR benchmark!

06.04.2021 | Computer Science Department | UKP Lab | Nandan Thakur 16 § UKP
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BEIR Quick Example

Steps to Follow:

1. pip install beir
GitHub: https://github.com/UKPLab/beir

2. Download a BEIR dataset

000
#HHt Install BEIR: pip install beir 3 Load BEIR dataset

#HHH Provide the data_path where scifact has been downloaded and unzipped

rpus, queries, qrels = GenericDataloader(data_folder=data_path).load(split="test") 4 Load Model (Bl'enCOder)

tHHHt Load the SBERT model and retrieve using cosine-similarity
= DRES(model SentenceBERT( msmarco-distilbert-base-v3"), batch_size=16) ES
= EvaluateRetrieval(mo score_function="cos_sim") # or "dot" for dot-product
lts = retriever.retrieve(ca s, queries)

Evaluate Model on dataset

{HHHE Evaluate your model with NDCGak, MAP@K, RecallaK and Plec1J10n3K where k = [1,3,5,10,100,1000] ES. LJE;EE rT\()(jEEI t() ESEBEiF()f] ()r]
1dcg G 1 sion = retriever.evaluate(qrels, results, trie .k values) .
user queries

Ref: Code snippet created using Carbon App. https://carbon.now.sh

06.04.2021 | Computer Science Department | UKP Lab | Nandan Thakur 17 - UKP
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 Results: Performance Comparison on BEIR

15

11 11
A U 7 6 Performance Comparison on BEIR with
5 17 datasets.
BM25 BM25 is the baseline system.
-5
-6 -6
-10

Green denotes modern search systems are

G -10 11 better on #datasets. Red vice-versa.

-15

"20 1 I

Cross-Encoders ~ Bi-Encoders

BM25 (Lexical) Cross-Encoders (Rerank) Bi-Encoders (Dense)
BM25 is an overall strong Reranking Models generalize Dense models suffer from
system. It doesn’t require best. They outperform BM25 generalization. They outperform

to be trained. on 11/17 retrieval datasets. BM25 on 7/17 datasets.

Ref: Thakur, N., Reimers, N., Rucklé, A., Srivastava, A., & Gurevych, I. (2021). BEIR: A Heterogenous Benchmark for Zero-shot Evaluation of
Information Retrieval Models. arXiv preprint arXiv:2104.08663.
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DBPedia (1 Million) ‘ Retrieval Latency Index
Rank Model | Dim. | GPU  CPU  Size
(D) 768 550ms 7100ms 0.4GB

Cross-Encoders
2) 128 350ms = 20GB
3) BM25 - - 20ms 0.4GB
4) 768 14ms 125ms 3GB
(5) Bi-Encoders 768 | 20ms 275ms 3GB
(6) 768 14ms 125ms 3GB

BM25 (Lexical)

BM25 is overall fast
and efficient. They
require small
indexes.

Ref: Thakur, N., Reimers, N., Rucklé, A., Srivastava, A., & Gurevych, I. (2021). BEIR: A Heterogenous Benchmark for Zero-shot Evaluation of

Cross-Encoders (Rerank)

Rerankers are slow at
retrieval. They can also
produce bulky indexes for
retrieval.

Bi-Encoders (Dense)

Dense retrievers are fast
and efficient. They
consume less memory
with small indexes.

Information Retrieval Models. arXiv preprint arXiv:2104.08663.

06.04.2021 | Computer Science Department | UKP Lab | Nandan Thakur 19
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To Recap

Traditional vs Modern Search Systems

1. Traditional Search Systems like BM25 use keyword based-search which miss out on Synonyms.
2. Bi-Encoders map query and document to a dense vector space, efficient and practical.
3. Cross-Encoders take the query and document together, best performing.

4. Generalization with models is quite a difficult task and there is no free lunch!

How you can use BEIR Benchmark for your own use-case?

Let's say you are company working on patent detection.

5
6. ldentify duplicate patents in your system for a new patent which claims to be novel.
7. Use our BEIR Benchmark to see which model is best suited for your task!

8

. Cheers! You are happy that you can find duplicate patents with the best model on BEIR!

i
=
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Thank You For Listening!
Any Questions?

Paper Link: https://arxiv.org/abs/2104.08663

BEIR: A Heterogenous Benchmark for Zero-shot Evaluation of
Information Retrieval Models

Nandan Thakur, Nils Reimers, Andreas Riicklé, Abhishek Srivastava, Iryna Gurevych
Ubiquitous Knowledge Processing Lab (UKP-TUDA)
Department of Computer Science, Technische Universitidt Darmstadt
www.ukp.tu-darmstadt.de

Abstract

Neural IR models have often been studied in
homogeneous and narrow settings, which has
considerably limited insights into their gen-
eralization capabilities. To address this, and
to allow researchers to more broadly estab-
lish the effectiveness of their models, we in-
troduce BEIR (Benchmarking IR), a hetero-
geneous benchmark for information retrieval.

Wa lawvravnan n aneafial calantinm ~AF 17 datacata

the keywords also present within the query. Fur-
ther, queries and documents are treated in a bag-of-
words manner which does not take word ordering
into consideration.

Recently, deep learning and in particular pre-
trained Transformer models like BERT (Devlin
et al., 2018) have became popular in the infor-
mation retrieval space (Lin et al., 2020). They
overcome the lexical gap by mapping queries and

GitHub: hitps://github.com/UKPLab/beir

beir
A Heterogeneous Benchmark for Information Retrieval. Easy
to use, evaluate your models across 15+ diverse IR datasets.

@rython & 213 P25

https://colab.research.go
Google ogle.com/drive/1HfutiEh

HMJLXIWGT8pcipxT5L2

TpYEdt?usp=sharing
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CORD-19

“, Longer-term complications of those who recover from COVI@

More than 50 long-term effects of COVID-19: a systematic review and meta-analysis

COVID-19 can involve persistence, sequelae, and other medical complications that last weeks to months
(/\’ after initial recovery. This systematic review and meta-analysis aims to identify studies assessing the
N/ long-term effects of COVID-19. LitCOVID and Embase were searched to identify articles with original data
published before the 1st of January 2021, with a minimum of 100 patients.

Long term respiratory complications of covid-19

CORD-19 The extent and severity of the long term respiratory complications of covid-19 infection remain to be seen, but
emerging data indicate that many patients experience persistent respiratory symptoms months after their
initial illness. Recently published guidance by the NHS lays out the likely aftercare needs of patients
recovering from covid-19 and identifies potential respiratory problems including chronic cough, fibrotic lung
disease, bronchiectasis, and pulmonary vascular disease.

Post—COVID-19 Syndrome: Theoretical Basis, Identification, and Management

As COVID-19 continues to spread, with the United States surpassing 29 million cases, health care workers
are beginning to see patients who have been infected with SARS-CoV-2 return seeking treatment for its
longer-term physical and mental effects. The term long-haulers is used to identify patients who have not fully
recovered from the iliness after weeks or months.

i
-AUJC/.
S
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R 5 - The Winners
% 103 o \
gﬂ K \ English, Spanish, German, Japanese, French
p— )
3 s I
2 102 SRR e
= ¢ T W 4 - The Underdogs
° NOURT 4 M
= 5 DR . Russian, Hungarian, Vietnamese, Dutch, Korean
[-?] B -—=a ..o.\:.: s )
| 10! NG N <o
q M /./ .0 9 .\\ S oo.o..' L
L | S . 3 - The Rising Stars
10° v h ;:.Z —'.: S=s=s=o=s :..; e Indonesian, Ukranian, Cebuano, Afrikaans, Hebrew
‘\ ,// \\\
“ II *iL \‘
10° 10' 102 10° 104 105 105 107
Unlabeled data (log)

Language resource distribution of Joshi et al. (2020). The size and colour of a circle
represent the number of languages and speakers respectively in each category.

Ref: Joshi, P., Santy, S., Budhiraja, A., Bali, K., & Choudhury, M. (2020). The state and fate of linguistic diversity and inclusion in the NLP world. ACL 2020.
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Future: Multilingual IR Benchmark (mBEIR)

Language Specific Training Data Machine-Translated Training Data

Teacher EN sentence vector

Teacher
Hello World R, | 080203

P ¥ u y I |

Parallel Data (EN-DE)

Student EN sentence vector
Hallo Welt \\
; . 0.7-0.10.3 MSE-Loss
L,

MSE-Loss

deeé

Student

Model 09-0.20.4 —1
GermanQUAD ! FQUAD I I | Student DE sentence vector
SherQUAD M  KorQuAbD <9} % (MT)
MS MARCO MS MARCO (DE)

Ref: Reimers, N., & Gurevych, I. (2020). Making monolingual sentence embeddings multilingual using knowledge distillation. EMNLP 2020.
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