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“If you cannot measure it, 
you cannot improve it.”

British mathematician, Lord Kelvin



Today’s agenda

(10 mins) IR Fundamentals

(5 mins) Why Benchmarking?

(10 mins) The Zero-shot Paradigm: IR Generalization

(10 mins) Expanding the Horizon: Going Multilingual!

(7 mins) Data-Efficient Multilingual Retrieval

(3 mins) Open Research Problems & Conclusion
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IR Fundamentals: A Refresher

Information Retrieval Fundamentals



🔍 Messi football club

Lionel Messi
Lionel Andrés Messi (born 24 June 1987), also known as Leo Messi, is an Argentine 
professional footballer who plays as a forward for and captains both Major League 
Soccer club Inter Miami and the Argentina national team. Widely regarded as one of 
the greatest players of all time, Messi has won a record eight Ballon d'Or awards, a 
record six European Golden Shoes, and was named the world's best player by FIFA 
for a record eight times.

OR

natural language query

keyword-based query

5.5M Articles

🔍 Which football club Lionel Messi plays for?

What is 🔍 information retrieval?

Information Retrieval Fundamentals
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Information retrieval is omnipresent

Ubiquitous
present, appearing, or found everywhere.

Information Retrieval Fundamentals
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Okapi BM25 (Best Match 25) [1]
Lexical-based search: bag of words/keyword matching

Ref: Christopher G Potts, ACL-IJCNLP 2021 keynote address: 
https://web.stanford.edu/~cgpotts/talks/potts-acl2021-slides-handout.pdf

BM25 Intuition
● k1 controls query-term saturation.

● b controls document length normalization.

Information Retrieval Fundamentals
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Dense retrieval with bi-encoders [2]
Mapping Individual Text to a fixed dimensional embedding!
  

2D Vector Space

Information Retrieval Fundamentals

Taken from COIL: Revisit Exact Lexical Match in Information Retrieval 
with Contextualized Inverted List. 
https://aclanthology.org/2021.naacl-main.241/

Benefits
● Attention within query or passage tokens.

● [CLS] or mean-pooling is used for final representation.

● Fast and efficient at runtime.
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How to fine-tune a bi-encoder model?
Using In-batch fine-tuning with hard negatives (N1, .. , Nb)
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Information Retrieval Fundamentals

Figure taken from Approximate Nearest Neighbor Negative Contrastive Learning for Dense Text Retrieval. 
https://arxiv.org/abs/2007.00808
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Late-interaction model: ColBERT [3]
Mapping Individual tokens to fixed dimensional embeddings
  

Figure taken from XTR: Rethinking the Role of Token Retrieval in Multi-Vector Retrieval. 
https://openreview.net/forum?id=ZQzm0Z47jz

(a) Token Retrieval

Query tokens used to search 
top-k1 doc tokens (among all 
tokens in corpus).

(b) Gathering 

Top-k2 tokens are mapped 
to the original document id.

(c) Scoring

All tokens in document are 
used to compute Maximum 
Similarity (MaxSim).

Information Retrieval Fundamentals
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Reranking with Cross-Encoders [4]
Concatenate query and document together. No embedding!

Q1

P1

P2

P4

P3

Information Retrieval Fundamentals

P4

P2

P1

P3

Benefits

● Stronger but inefficient reranking performance as it trains a classification objective.

● Cross-attention between query and passage tokens.

Illustration of the Reranking stage

Taken from COIL: Revisit Exact Lexical Match in Information Retrieval with 
Contextualized Inverted List. (https://aclanthology.org/2021.naacl-main.241/)
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Information Retrieval Benchmarking

Information Retrieval Benchmarking



What is benchmarking? Why is it useful?

● Provides a unified platform and useful in understanding fundamental gaps.

● Discover SoTA model performances and compare difference w.r.t. human performance.

● Sets a standard for assessing the model performance to accelerate research.

Benchmarks has three crucial components: (1) one or multiple datasets, (2) one or multiple 
associated metrics, and (3) a way to aggregate performance.

Advantages of benchmarking

Information Retrieval Benchmarking
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Benchmarking in IR is over ~30 years old!
TREC is one of the prominent figures towards benchmarking in IR!

Information Retrieval Benchmarking

Figure: Overview of TREC tasks starting from 1992 onwards until present (table shows until 2020).
Taken from NIST (https://www.nist.gov/image/tracksjpg) 
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Performance on standard IR benchmarks
Bi-encoders outperforms BM25 across all evaluated datasets!

Dense Model Baseline Dataset Performance Improvement

DPR [1] BM25 NQ Retrieval        20.3 points (Top-20 Recall)

ANCE [5] BM25 MSMARCO
NQ Retrieval

       9.0 points (MRR@10)
        23.8 points (Top-20 Recall)

TAS-B [6] BM25 MSMARCO        14.9 points (MRR@10)

Information Retrieval Benchmarking

● Datasets such as MSMARCO and NQ contain over 100K+ human-labeled training data. 

● Does not reveal insights about model generalization.

● Unknown whether improvements are due to overfitting to training dataset artifacts.

Caveats
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Has MSMARCO already saturated?

0.396
0.429 0.439 0.450

Information Retrieval Benchmarking

Maximum Performance on MSMARCO Dev (Full Retrieval) from 2019 onwards.
Numbers taken from official leaderboard (https://microsoft.github.io/msmarco/) 

● Minimal performance improvement in MSMARCO dev dataset (left).

Diagram (right) taken from shallow pooling for sparse labels (https://arxiv.org/abs/2109.00062) 

● Assessors preferred a majority of passages provided by the neural ranker (right).
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Why zero-shot evaluation in IR is necessary?
High-quality labeled training data is scarcely available!

Unlabeled Data
Typically in ~millions

Labeled Training Data
Typically ~100k pairs

Labeled Test Data
Typically ~100 pairs

No annotations
required

Few annotations
required

Lots of annotations
required

Information Retrieval Benchmarking
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Zero-shot Paradigm: IR Generalization

Zero-shot Paradigm: IR Generalization



RQ: Can modern search systems generalize?
Will neural models perform well out-of-box (w/o) fine-tuning?

I’m sorry, I do not 
understand your 

question!

I can answer any 
question you have!

Domains without training data

Domains with training data

Fine-tuned 

Bi-encoder / 
Late-interaction /
Cross-encoder

Evaluated on

Evaluated on

Zero-shot Paradigm: IR Generalization
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       The BEIR Benchmark [7]
         Zero-shot IR heterogeneous benchmark with 18 datasets!

● BEIR contains 18 datasets across diverse retrieval based tasks and domains.

● BEIR datasets do not contain a training split, enforcing a zero-shot evaluation.

Zero-shot Paradigm: IR Generalization

Figure taken from BEIR: A Heterogeneous Benchmark for Zero-shot Evaluation of Information Retrieval 
Models. (https://openreview.net/forum?id=wCu6T5xFjeJ) 
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How well do bi-encoders generalize on BEIR?
Bi-encoders surprisingly struggle to outperform BM25!

Zero-shot Paradigm: IR Generalization

Figure taken from BEIR: A Heterogeneous Benchmark for Zero-shot Evaluation of Information Retrieval 
Models in 2021. (https://openreview.net/forum?id=wCu6T5xFjeJ) 

● Bi-encoders struggle to beat BM25 on a majority of datasets.

● ColBERT and cross-encoders (+ BM25) are better at generalization.

● Recent 2023 models such as ColBERTv2 and DRAGON+ outperform BM25.
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Why do Bi-encoders suffer in generalization?

● How does bi-encoders handle unknown words unseen during fine-tuning? 

Domain-specific vocabulary not known by the model

Zero-shot Paradigm: IR Generalization

● Where to put new words and concepts in the vector space of dense retriever?

● How to learn semantic word relationships with unknown words?
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GPL – Generative Pseudo Labeling [8]

23

Three techniques in GPL are prominent in unsupervised domain adaptation.

Zero-shot Paradigm: IR Generalization

Figure taken from GPL: Generative Pseudo Labeling for Unsupervised Domain Adaptation of Dense Retrieval. 
(https://aclanthology.org/2022.naacl-main.168/) 

(1) Query Generation: Synthetic queries for each passage in your corpora.

(2) Negative mining: Hard-negative passage mining using multiple models.

(3) Pseudo Labeling: Distill knowledge from cross-encoder using Margin MSE loss function.
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GPL Results on the BEIR Benchmark

Models BEIR (6 Datasets Avg.)

Zero-shot (TAS-B) 45.2

BM25 (Anserini) 48.5

Unsupervised Domain Adaptation

QGen 48.8

TSDAE+QGen 50.3

Generative Pseudo Labeling

GPL 51.5

TSDAE+GPL 52.9

Zero-shot Paradigm: IR Generalization

Table taken from GPL: Generative Pseudo Labeling for Unsupervised Domain Adaptation of Dense 
Retrieval. (https://aclanthology.org/2022.naacl-main.168/) 

Performance starts to saturate
after 120K training steps. 
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GPL success: fine-grained relevance scores 

GPL (Margin-MSE loss function)

QGen (Cross-entropy loss function)

Zero-shot Paradigm: IR Generalization

Table taken from GPL: Generative Pseudo Labeling for Unsupervised Domain Adaptation of Dense Retrieval. 
(https://aclanthology.org/2022.naacl-main.168/) 
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Expanding the Horizon: Going Multilingual!

Expanding the Horizon: Going Multilingual



Information access is a right for everyone!

● Over two-three billion non-English native 
speakers.

● Languages have diverse typologies, 
originate from different families and have 
varying amounts of available resources.

Expanding the Horizon: Going Multilingual

Figure taken from The State and Fate of Linguistic Diversity and Inclusion in the NLP World. 
(https://aclanthology.org/2020.acl-main.560/) 
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Towards better multilingual IR benchmarking [9]

Expanding the Horizon: Going Multilingual

Table and figure taken from MIRACL: A Multilingual Retrieval Dataset Covering 18 Diverse Languages. 
(https://direct.mit.edu/tacl/article/doi/10.1162/tacl_a_00595/117438/MIRACL-A-Multilingual-Retrieval-Dataset-Covering) 

A large amount of relevance 
judgements across 40+ native 
annotators 

training pairs available
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Language coverage in MIRACL

Expanding the Horizon: Going Multilingual
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How did we construct MIRACL?

Expanding the Horizon: Going Multilingual

Figure taken from MIRACL: A Multilingual Retrieval Dataset Covering 18 Diverse Languages. 
(https://direct.mit.edu/tacl/article/doi/10.1162/tacl_a_00595/117438/MIRACL-A-Multilingual-Retrieval-Dataset-Covering) 

Annotators generate related questions for a short text 
snippet shown (prompt).

Using a hybrid retrieval system we retrieve top-k 
passages for each human generated query.

Annotators label the retrieved top-k passages for each query as 
relevant (label = 1) or non-relevant (label = 0).
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Challenges faced during MIRACL construction

Questions generated in low-resource languages are unanswerable. 

● In Yoruba only 5-10% of the generated queries contain at least a single relevant passage. 

● What to do with queries with no-relevant passages?

● Lots of manual effort and $$ wasted ….

Expanding the Horizon: Going Multilingual

How to fill up holes and how many judgements per query?
● Which Retrievers to use to retrieve passages per query?

● Depth of human judgements. |k| = 5 or 10 or 100?
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Data-Efficient Multilingual Retrieval

Data-efficient Multilingual Retrieval



Generate synthetic data using LLM [10]

Standard prompting does not work well in multilingual settings

● Generated queries are rather “uninformative” or easily answered.

Data-efficient Multilingual Retrieval

SAP Prompting with multilingual LLM

● Enhances LLM’s ability to generate informative queries in various languages.

● Two steps: summary extraction and query generation.
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SWIM-IR: Synthetic Multilingual IR Dataset

Advantages

● Cost-effective alternative to expensive human-labeled retrieval training data.

● Contains language-specific topic diversity over machine-translated (MT) English datasets. 

● Covers 20 Indic languages, e.g. Hindi, Tamil, Punjabi, Bengali, etc.

Figure showing comparison of SWIM-IR against other IR datasets. 

Data-efficient Multilingual Retrieval

Table taken from Leveraging LLMs for Synthesizing Training Data Across Many Languages in Multilingual Dense Retrieval. 
(https://arxiv.org/abs/2311.05800) 

SWIM-IR contains about 37 
times more training pairs over 
existing multilingual datasets.
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Example of a SWIM-IR training pair

Data-efficient Multilingual Retrieval

Figure taken from Leveraging LLMs for Synthesizing Training Data Across Many Languages in Multilingual Dense Retrieval.
. (https://arxiv.org/abs/2311.05800) 
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Fine-tuning on synthetic data is effective!

Data-efficient Multilingual Retrieval

Model Pretrain? Fine-tune? XOR-Retrieve
(7 languages)
Recall@5kt

 MIRACL
(18 languages)

nDCG@10

 XTREME-UP
(20 languages)
Avg. MRR@10

Zero-shot retrieval baselines (English Supervised data only)

mContriever mC4 - 38.9 - -

mDPR (En) - MSMARCO 39.3 39.8 6.3

mContriever (En) mC4 MSMARCO 44.0 37.8 7.9

Supervised FT baselines (Language-specific Supervised training data)

mDPR-X - MSMARCO + FT 58.2 39.6 8.4

mContriever-X mC4 MSMARCO + FT 59.6 55.4 12.4

Synthetic FT baselines (Language-specific Synthetic training data, i.e. no human-labeling)

SWIM-X mC4 SWIM-IR 66.7 46.4 26.1
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Cost comparison and Indic language transfer 

Data-efficient Multilingual Retrieval

Our summarized findings

● SWIM-IR is 14 times cheaper and can outperform best mContriever with 250K synthetic pairs.

● Languages such as Hindi (hn), Kannada (kn) transfer well to other Indic languages. 

● Very-low resource languages such as Boro (brx) or Manipuri (mni) cannot generate synthetic pairs.

Figure taken from Leveraging LLMs for Synthesizing Training Data Across Many Languages in Multilingual Dense Retrieval.
. (https://arxiv.org/abs/2311.05800) 
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Open Research Problems and Conclusion

Open Research Problems and Conclusion



Open research problems

RQ: Are retrieval models overfitting on the BEIR benchmark?

● E5-small/base/large [11] all pre-train on Wikipedia, S2ORC, News, StackExchange datasets. 
These are all available in BEIR.

● Pre-trained E5 models on BEIR perform worse zero-shot on BEIR (few datasets) after 
fine-tuning on MSMARCO. Similar trends in others such as BGE [12].

Open Research Problems and Conclusion

Figure taken from NoMIRACL: Knowing When You Don’t Know for Robust Multilingual Retrieval-Augmented Generation. 
(https://arxiv.org/abs/2312.11361) 

RQ: LLM hallucinations in Retrieval-Augmented 
Generation (RAG) setup.

● NoMIRACL [16] is a multilingual dataset to evaluate LLM 
hallucinations in retrieval settings. 

● To better evaluate RAG systems we are conducting a 
TREC RAG challenge in 2024!
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➢ Limitations found in models during evaluation on benchmarks help 
accelerate better model and progress to eliminate them!

➢ Always evaluate your models from a practical point of view, include 
challenging zero-shot tasks, domains and benchmarks!

➢ Do not always chase leaderboard (SoTA) improvement, especially on 
saturated leaderboards!

➢ There is no free-lunch to achieve good retrieval model generalizability across 
domains or languages.

Open Research Problems and Conclusion

Conclusion
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Thank you for listening!

Open for Questions/Discussion
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Retrieval

Reranking
System

Search 
System

10Mil

(5 or 10)

(5 or 10)

10Mil

Search 
System

Breaking down popular 🔍 IR Tasks

Retrieve and 
Rerank
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Traditional BoW Search Systems



Ref: Danqi Chen, ACL 2020 OpenQA Tutorial
https://github.com/danqi/acl2020-openqa-tutorial/blob/master/slides/part5-dense-retriever-e2e-training.pdf

Huge Memory Indexes: Sparse vectors are big and can be quite inefficient to store!

Unable to handle Synonyms: Won’t understand “bad guy” and “villain” are similar in meaning!

Vocabulary Mismatch (Cat vs. Kitty)
Limitations with Traditional Search Systems
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Modern (Neural) Search Systems
1. Retrieval: Bi-Encoders
2. Reranking: Cross-Encoders



Reranking with Cross-Encoders
Concatenate Query and Document together. No 
Embedding!

● Best performance, due 
to cross-attention 
across query and doc.

● Inefficient, as scoring millions 
of (query, doc)-pairs is slow!
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A Simple Illustration
Performance (Cross-Encoder > Bi-Encoder > BM25)

The Script uses the smaller Simple English Wikipedia as 
document collection. We test out sample user queries below 
and compare results:

https://colab.research.google.com/drive/1l6stpYdRMmeDBK_
vw0L5NitdiAuhdsAr?usp=sharing
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Why Zero-Shot Evaluation is Important?
Generating High-Quality Labeled Training Data is 
cumbersome!

Unlabeled Data
Typically in ~Millions

Labeled 
Training Data
Typically in ~100k pairs

Labeled Test Data
Typically in ~100 pairs

No Annotation
Reqd.

Few Annotation
Reqd.

Lots Annotation
Reqd.
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RQ: Can Modern Search Systems Generalize?
Will these neural models perform well out-of-box (w/o) 
training?

I’m sorry, I do not 
understand your 

question!

I can answer any 
question you have!

Domains without Training Data

Domains with Training Data

Trained on

Bi-Encoders / Cross-Encoders

Evaluated on

Evaluated on
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BEIR: Evaluation Benchmark for IR Systems
Diverse, Zero-shot retrieval benchmark with 18 datasets and tasks!

20+ Evaluation datasets!

10+ Diverse domains and tasks!
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Evaluation Metric: NDCG@10
Zero-shot setting, i.e. Model trained on (A), evaluated on (B).
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   Zero-shot Results on BEIR

BM25 (Lexical)

BM25 is an overall strong 
system. It doesn’t require 

to be trained.

Cross-Encoders (Rerank)

Reranking Models generalize 
best. They outperform BM25 
on 11/17 retrieval datasets.

Bi-Encoders (Dense)

Dense models suffer from 
generalization. They outperform 

BM25 on 7/17 datasets.
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Efficiency and Memory Comparison on BEIR
Retrieval Latency (in ms) and Index Sizes (in GB)

BM25 (Lexical)

BM25 is overall fast 
and efficient. They 

require small 
indexes.

Cross-Encoders (Rerank)

Rerankers are slow at 
retrieval. They can also 

produce bulky indexes for 
retrieval.

Bi-Encoders (Dense)

Dense retrievers are fast 
and efficient. They 

consume less memory 
with small indexes. 

Cross-Encoders

Bi-Encoders

Ref: Thakur, N., Reimers, N., Rücklé, A., Srivastava, A., & Gurevych, I. (2021). BEIR: A Heterogenous Benchmark for Zero-shot Evaluation of 
Information Retrieval Models. arXiv preprint arXiv:2104.08663.
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How to see the 
table: Smaller the 
better!



Conclusions (To Recap)

1.   Traditional Search Systems like BM25 use keyword based-search which miss out on Synonyms.  

2.   Bi-Encoders map query and document to a dense vector space, efficient and practical. 
However, they fail to perform well in zero-shot setting and are unable to generalize well!

3.   Cross-Encoders take the query and document together, best performing on zero-shot. But quite 
impractical for real-world setting!

4.   Generalization with models is quite a difficult task and there is no free lunch! 

Traditional vs Modern Search Systems
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Thank You For Listening!
Any Questions?

Paper Link: 
https://openreview.net/forum?id=wCu6T5xFjeJ

GitHub: https://github.com/UKPLab/beir

https://colab.research.go
ogle.com/drive/1HfutiEh
HMJLXiWGT8pcipxT5L2
TpYEdt?usp=sharing

https://openreview.net/forum?id=wCu6T5xFjeJ
https://github.com/UKPLab/beir
https://colab.research.google.com/drive/1HfutiEhHMJLXiWGT8pcipxT5L2TpYEdt?usp=sharing
https://colab.research.google.com/drive/1HfutiEhHMJLXiWGT8pcipxT5L2TpYEdt?usp=sharing
https://colab.research.google.com/drive/1HfutiEhHMJLXiWGT8pcipxT5L2TpYEdt?usp=sharing
https://colab.research.google.com/drive/1HfutiEhHMJLXiWGT8pcipxT5L2TpYEdt?usp=sharing


Popular Benchmarks in NLP and ML
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How to fine-tune Bi-Encoder model?
Method 1: Inbatch fine-tuning with random inbatch 
negatives

  Q1

Q2

Qb

P1

P2

Pb

.

.
.
.

In-batch 
training

Q1

Q2

Qb

P1

P1

P1

.

.
.
.

P2 Pb

P2 Pb

P2 Pb

.

.

…

…

…

.

.Batch size = 
b

Intuition
Cross-Entropy loss function
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DPR: Dense Passage Retriever (kharpurkin et al. 2020) 

   

  

DPR can outperform a 
traditional IR system (such as 
BM25) using ~1k train 
examples.

Natural Questions (Kwiatkowski et al., 2019)
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Summary of Recent Works to Improve Bi-Encoder 
Generalization

Many of these ideas (by other 
researchers) got inspired by 
work done in BEIR :)
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BEIR Benchmark Outreach on Zero-shot English IR
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Arxiv 60 ECIR 4

SIGIR 10 ACL 3

CIKM 7 FINDINGS 3

NAACL 6 NAACL-HLT 2



ANCE: Approximate Nearest Neighbor 
Negative Contrastive Learning (Xiong et al. 2021) 
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TAS-B: Topic-Aware Query and Balanced 
Margin Sampling Technique (Hofstätter et al. 2021) 
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Performance of Bi-Encoders >> BM25

DPR (kharpurkin et 
al. 2020)

BM25 NQ Retrieval        20.3 points (Top-20 Recall)

ANCE (Xiong et al. 
2021)

BM25 MSMARCO
NQ Retrieval

       9.0 points (MRR@10)
        23.8 points (Top-20 Recall)

TAS-B (Hofstätter 
et al. 2021)

BM25 MSMARCO        14.9 points (MRR@10)

NO  

STANDARDIZATION

Broken Evaluation
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GPL Step 1: Generate Queries

71

Python is a programming language. Its 
design philosophy emphasizes code 
readability. Python uses significant 

indentation.

T5 (enc-dec)

What is Python?

Which programming language uses indentation?

How good is the readability of Python code?

Input: Raw Passage

Output: Synthetic Queries
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GPL Step 2: Mine Negatives

Raw
Corpus

Which 
programming 
language uses 
indentation?

You can use indentation to 
structure your code

Java is a class-based 
programming language

C is one of the fastest programming 
language available

Input: Query

Output: Negatives
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GPL Step 3: Label using Cross-Encoder

(Query, Doc1)

(Query, Doc2)

(Query, Doc3)

5.2

0.1

-3.8

Cross-Encoder
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How Well do Bi-Encoders Generalize?
On zero-shot evaluation, BM25 still a strong benchmark!

DPR (kharpurkin et 
al. 2020)

BM25 BEIR (18 
Datasets Avg.)

      18.6 points (NDCG@10)

ANCE (Xiong et al. 
2021)

BM25 BEIR (18 
Datasets Avg.)

      3.4 points (NDCG@10)
  

TAS-B (Hofstätter 
et al. 2021)

BM25 BEIR (18 
Datasets Avg.)

      0.8 points (NDCG@10)

Zero-Shot Evaluation on BEIR Benchmark

Overall BM25 >> Zero-shot Dense Retriever
I.e., BM25 is still an effective and a strong out-of-domain baseline for zero-shot evaluation.

17.11.2022  |  Stanford University  |  Nandan Thakur 



How to Improve Bi-Encoder Generalization?
Scaling Law: LLM based Retrievers are better generalizers!

● The larger the LLM Retriever, The better the model generalizes for Bi-Encoder.
● Recent works in GTR (Ni et al., 2021), SGPT (Muennighoff et al., 2022) and 

CPT-Text (Neelakantan et al., 2022) shown general improvement versus BM25 
in zero-shot BEIR generalization.  

Scaling Law

CPT-text (XL) 
(Neelakantan et 
al. 2020)

175B BM25 BEIR (11 
Datasets Avg.)

      5.2 points (NDCG@10)

SGPT-5.8B 
(Muennighoff et 
al. 2021)

5.8B BM25 BEIR (18 
Datasets Avg.)

      6.2 points (NDCG@10)
  

GTR-XXL (Ni et al. 
2021)

4.8B BM25 BEIR (18 
Datasets Avg.)

      3.5 points (NDCG@10)
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How to Improve Bi-Encoder Generalization?
Scaling Law: LLM based Retrievers are better generalizers!

● The larger the LLM Retriever, The better the model generalizes for Bi-Encoder.
● Recent works in GTR (Ni et al., 2021), SGPT (Muennighoff et al., 2022) and 

CPT-Text (Neelakantan et al., 2022) shown general improvement versus BM25 
in zero-shot BEIR generalization.  

Scaling Law

CPT-text (XL) 
(Neelakantan et 
al. 2020)

175B BM25 BEIR (11 
Datasets Avg.)

      5.2 points (NDCG@10)

SGPT-5.8B 
(Muennighoff et 
al. 2021)

5.8B BM25 BEIR (18 
Datasets Avg.)

      6.2 points (NDCG@10)
  

GTR-XXL (Ni et al. 
2021)

4.8B BM25 BEIR (18 
Datasets Avg.)

      3.5 points (NDCG@10)

17.11.2022  |  Stanford University  |  Nandan Thakur 



MIRACL Benchmark (in collaboration with Huawei)

● Scarce resources available for mono and cross-lingual retrieval evaluation.

● The community has progressed immensely on English, however lacks behind on the 
multilingual front due to lack of training data and standard evaluation benchmarks.

● For MIRACL, we annotated datasets in each language (e.g., TyDi QA).

○ Better reflect speakers’ true interests and linguistic phenomena
○ Hired over 40 native speakers for the wide-scale annotation study
○ Performance will lead to different insights across languages, as each language 

has its own linguistic features.
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Issues with large-scale supervised training data

●

● Limitations seen in benchmarks help accelerate future research progress to eliminate 
them!

● Always evaluate your models across meaningful benchmarks containing diverse 
datasets!

● Do not always chase leaderboard (SoTA) improvement, especially on saturated 
leaderboards!

23.01.2024  |  University of Waterloo |  Nandan Thakur | Heterogenous Benchmarking across Domains and Languages



Research Problems being faced recently

● Benchmarks are useful to measure progress in a meaningful way!

● Limitations seen in benchmarks help accelerate future research progress to eliminate 
them!

● Always evaluate your models across meaningful benchmarks containing diverse 
datasets!

● Do not always chase leaderboard (SoTA) improvement, especially on saturated 
leaderboards!

17.11.2022  |  Stanford University  |  Nandan Thakur 



23.01.2024  |  University of Waterloo |  Nandan Thakur | Heterogenous Benchmarking across Domains and Languages

● Current: Third-year PhD student at the University of Waterloo, Canada.

● Recent: Research Internship at Google Research, MTV.

● Previous: Research Assistant (RA) at the UKP Lab, TU Darmstadt.

Figure: My research journey roadmap starting from 2018 until present.

Roadmap of my research journey



MIRACL dataset statistics

Expanding the Horizon: Goind Multilingual
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Table taken from MIRACL: A Multilingual Retrieval Dataset Covering 18 Diverse Languages. 
(https://direct.mit.edu/tacl/article/doi/10.1162/tacl_a_00595/117438/MIRACL-A-Multilingual-Retrieval-Dataset-Coveri

ng) 

● MIRACL contains over 100+ million passages, 18 languages (both low and high resource) and 
343K training pairs overall. 

https://direct.mit.edu/tacl/article/doi/10.1162/tacl_a_00595/117438/MIRACL-A-Multilingual-Retrieval-Dataset-Covering
https://direct.mit.edu/tacl/article/doi/10.1162/tacl_a_00595/117438/MIRACL-A-Multilingual-Retrieval-Dataset-Covering


MIRACL cross-lingual transfer

Cross-lingual transfer capabilities are shown in language-specific retrieval models.

● Within language fine-tuning leads to best retrieval performance with mDPR model.

● Languages within same family or same sub-family overall transfer well among each other.

RQ: How much bilingual (mixed with English) data is present within Finnish Wikipedia? Is it because of 
english tokens for e.g. Finnish mDPR performs well across all evaluated languages?

Expanding the Horizon: Goind Multilingual
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Table taken from MIRACL: A Multilingual Retrieval Dataset Covering 18 Diverse Languages. 
(https://direct.mit.edu/tacl/article/doi/10.1162/tacl_a_00595/117438/MIRACL-A-Multilingual-Retrieval-Dataset-Coveri

ng) 

https://direct.mit.edu/tacl/article/doi/10.1162/tacl_a_00595/117438/MIRACL-A-Multilingual-Retrieval-Dataset-Covering
https://direct.mit.edu/tacl/article/doi/10.1162/tacl_a_00595/117438/MIRACL-A-Multilingual-Retrieval-Dataset-Covering


How to improve Bi-encoder generalization?
As training data is scarce, focus on unsupervised techniques!

● Generate synthetic queries and use query-passage pairs across each domain.

● Fine-tune a separate model to adapt across each domain/dataset.

● Pretraining in a self-supervised fashion across (a lot) of raw data.

● Techniques also involve a light decoder setup, training in an autoencoder setup.

● Few-shot training involves training bi-encoder with only a handful of training examples.

● Prompt-tuning involves changing weights of prompt layers and keeping the LM unchanged.

(1) Unsupervised Domain Adaptation

(2) Unsupervised Pre-training

(3) Few-shot Training/Prompt Tuning
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Zero-shot Paradigm: IR Generalization



Challenges in multilingual retrieval

Information Scarcity
Information, i.e. documents available in 
non-English languages, are less than English.

Information Asymmetry
Queries can be about culturally specific topics (e.g., 
Maacher Jhol in Bengali) 

Expanding the Horizon: Going Multilingual
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Credits goes to Akari Asai. Taken from “Towards Better Multilingual Information Access”
(https://akariasai.github.io/files/amazon_talk_akari_06312022.pdf) 

https://akariasai.github.io/files/amazon_talk_akari_06312022.pdf


RQ: How to improve generalizability of retrieval models?

● Scaling up models to include more parameters such as 7B perform better on BEIR.

● Uses a decoder-only LLM as a dense retrieval: E5-Mistral-7B [13], RepLLAMA-7B [14]

● [EOS] token </s> is used for representation. Efficient fine-tuning is done using LoRA [15].

VT = Decoder(t1, t2, …, tk,</s>)[−1]
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Open Research Problems and Conclusion

Open research problems

Table taken from Fine-Tuning LLaMA for Multi-Stage Text 
Retrieval. 

(https://arxiv.org/abs/2310.08319) 

Table taken from Improving Text Embeddings with Large 
Language Models. (https://arxiv.org/abs/2401.00368) 

https://arxiv.org/abs/2310.08319
https://arxiv.org/abs/2401.00368


Retrieval-Augmented Generation (RAG) is popular in NLP research.

● Retrieval Stage: retrieval model provides top-k passages for a given query.

● Generation Stage: LLM model which provides a summarized answer from retrieved passages.

Issue: LLM hallucinates (makes up) an answer, when actually there is none present.

● NoMIRACL [16] is a multilingual dataset to evaluate LLM hallucinations in retrieval settings. 

● To better evaluate RAG systems we are conducting a TREC RAG challenge in 2024! Stay tuned!
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Open Research Problems and Conclusion

Open research problems

Figure taken from NoMIRACL: Knowing When You Don’t Know 
for Robust Multilingual Retrieval-Augmented Generation. 

(https://arxiv.org/abs/2312.11361) 

https://arxiv.org/abs/2312.11361


Generate synthetic data using LLM [10]

Human-labeled training data 

● Expensive, cumbersome and labor-intensive and requires native expert annotators.

Alternative: Generative synthetic training data

● Cheaper and quicker to generate and easily extends across a wide variety of languages.

● Fine-tuning multilingual T5 not feasible due to scarce/uneven training data.

Data-efficient Multilingual Retrieval
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